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1. SUMMARY 

This article presents the fundamental parts and 
classes of the cluster analysis, and shows their 
advantages and disadvantages along with the 
applied methods. The article also elaborates 
each cluster analysis method and explains how 
to choose between the available methods. 
Moreover, the technique to analyse the result is 
also presented. The last part of this article co-
vers, how the cluster analysis methods can be 
applied for data mining and knowledge discov-
ery. 

2. OVERVIEW 

In this decade, information becomes the primary 
needs of the human being, and that information 
is obtained by processing the available data. 
Most of the time, the available data is very large 
and not easy to evaluate because of its com-
plexity. The stock exchange results may be a 
good example of the complex data, which there-
fore nowadays there are many tools and com-
puter applications are developed to process the 
data to produce the result to be used as an in-
formation for the users. 

The needs for processing data apply not only to 
certain group of people (e.g. the stock exchange 
traders), but also to anyone who needs any kind 
of information. As an example, in the daily life 
when someone read, listen, or watch the news, 
the human brain processes the input data to dis-
tinguish between the necessary and the unnec-
essary information to digest. The process to dis-
cover this information is called building process, 
which includes the handling, analysing, and 
grouping the large amount of data [1] [2] [3]. In 
general, the overall method is called data min-
ing. The main goal of the data mining method is 
to process and analyse data from different per-
spective and summarizing it into useful infor-
mation. 

The data mining method uses mathematical sta-
tistics approach to process all the input data. It is 
also important to have the data pre-processed 
before being used as an input for that method. 
The obtained result later can be used by the us-
er to select what is necessary. As a practical ex-
ample, when someone who is interested in the 

Hungarian water polo is looking for a match re-
sult on a news portal, the portal should automat-
ically present the relevant information. When the 
data is large, it would take and effort to process 
it with the traditional method. Therefore, the data 
mining method should be used since it works 
more efficiently in those cases. 

The data mining consists of several methods, 
and one of them is called cluster analysis. Clus-
ter analysis classifies data objects based only on 
information found in the data that describes in-
herent structure of the data objects [1]. The pur-
pose of the cluster analysis is that the object 
within a cluster be similar to another ad different 
from the objects in other clusters. The cluster 
analysis techniques are concerned with explor-
ing data sets to assess whether or not they can 
be summarized meaningfully in terms of a rela-
tively small number of groups or clusters of ob-
jects or individuals which resemble each other 
and which are different in some respects from 
individuals in other clusters [2]. The cluster analy-
sis also contains various kind of algorithms. In 
most cases the cluster analysis algorithms need 
to be adjusted for solving the given problem. 
The reason is because each problem has its 
unique data and present different kind of real life 
problems. The used technique must be fitted to 
the given structure (or reverse) [4]. 

In the following chapters some fundamental 
techniques of the cluster analysis will be pre-
sented. The principles to select the suitable al-
gorithm for resolving a unique data processing 
problem are also presented. 

3. SIMILARITY AMONG DATA 

In cluster analysis similarity and dissimilarity are 
important, because it makes groups by right of 
these. The attributes of the observation have to 
be quantified. Using these similarity (or dissimi-
larity) can be measured between the attributes 
of the observation. There are four types of at-
tributes [1]: Categorical (with other term Qualita-
tive) and Numeric (with other term Quantitative) 
type. The Categorical type refers to data if the 
values belonging to it can be sorted accordingly 
to category. It is noteworthy, that each value 
would be chosen from a set of non-overlapping 
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categories. The Numeric data values are counts 
or numerical measurements. A Numeric data 
can be either continuous or discrete. The Cate-
gorical type includes the Nominal and the Ordi-
nal data. A set of data is called Nominal, if the 
values are just different names, we can distin-
guish one object from another. Oppositely, the 
data is called Ordinal if the values belonging to it 
can be ranked. Note that counting or ordering 
the Ordinal data is possible; however, this kind 
of data cannot be measured. The Numeric type 
can be divided into the Interval and the Ratio da-
ta. In case of the Interval data, the addition and 
subtraction between objects can be defined. 
However, in case of Ratio data, multiplication 
and division between objects are also meaning-
ful. 

There are systematic methods, which are usable 
to quantify the data [1], however, the human in-
teraction is also necessary. Quantification de-
fines what methods can be used. For example, if 
we use nominal types of data, we can measure 
similarity and dissimilarity between the attrib-
utes. If we use numeric types we can measure 
similarity and dissimilarity with mathematical dis-
tance functions (for example Euclidean-, Man-
hattan distance etc.). In most cases the Euclide-
an distance can be applied, but in some cases 
other distance metrics are necessary. For ex-
ample in heart sound analysis City Block dis-
tance (sum of absolute differences between co-
ordinates of objects) has been used, because of 
the different units [5]. In some special cases, 
normalization has to be used to scale the differ-
ent values into the same level. It is especially 
important when the magnitude of attributes is 
different. 

Using quantified attributes the objects can be 
divided into groups by clustering. The goal is to 
capture the natural structure of the data. In sev-
eral cases, cluster analysis is only a starting 
point for detecting unknown connections or 
structures in the given dataset [1]. With the cre-
ated groups the large amounts of data can be 
processed by human. 

The collection of clusters is generally referred to 
as a clustering, which have different types: hier-
archical and partitional (with other term partition-
ing-based) clustering. In case of hierarchical 
clustering the clusters are permitted to have 
subclusters. In this case the clusters are orga-
nized as a tree. Each non-leaf node in the tree is 
the union of its subclusters. Moreover, the root 
of the hierarchical tree is a cluster, which con-
tains all others. Oppositely, the partitional clus-

tering is a division of the set of data objects into 
non-overlapping clusters such that each data 
object is in accurately one cluster. The hierar-
chical clustering can be viewed as a sequence 
of partitional clusterings [1]. 

4. PARTITIONAL CLUSTERING METHODS 

The great advantage of partitional methods is 
their speed and easy implementation [2], how-
ever, the result is irrelevant in some cases. 
Moreover, the number of clusters must be de-
termined before performing the algorithm [6]. 
Like other iteration methods the solution my 
highly depend on the initial starting conditions 
[1]. Thus the algorithm reaches local minima, in-
stead of finding the global solution. The output 
can be validated using quality measures (e.g. 
sum of squared errors) [1] [2]. Performing sev-
eral replicates beginning from different randomly 
selected initial conditions can decrease the 
chance to find a local optimum [6]. The one with 
the best quality measure can be accepted over 
all replicates. If we have existing knowledge 
about the initial dataset it can be used to verify 
the solution. 

The K-means algorithm minimizes the sum of 

distances [6]. This algorithm takes O(i∙K∙m∙n) 

time and O((m+K)∙n) space, where m is the 

number of objects, K is the number of clusters, n 
is the dimension and i is the number of itera-
tions. Several statistical analysis programs use 
built-in functions to implement the algorithm e.g. 
the Mathworks Matlab Statistical Toolbox [8], the 
SPSS [9], and the R software [10]. The K-means 
method has several improved versions [6], 
which optimize the determination of the initial 
conditions and the recalculation of the cluster 
centroids. 

Another partitional method is the fuzzy based 
algorithm called FCM, which is very similar to K-
means [1]. Unlike hard clustering, where each 
object belongs to exactly one cluster FCM calcu-
lates a set of coefficients to each point giving the 
degree of being in a given cluster [4] [10]. 

5. HIERARCHICAL CLUSTERING METHODS 

The hierarchical methods are more resource-
dependent in comparison with iterative methods. 
Their time and space complexity can be calcu-
lated as O(m

2
) [6]. The advantage of the hierar-

chical methods is that it is not necessary to 
know the exact number of clusters. The output 
of the method is a cluster tree or so-called den-
drogram. It allows graphically to decide the level 
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or scale of clustering. It represents a multilevel 
hierarchy as the function of the given distance 
(similarity) measure [6] [11]. If there is not any 
information about the number of clusters in a da-
taset, the hierarchical methods can be used. 
However, it cannot be applied to large datasets. 

There are several varieties of hierarchical algo-
rithms, each with its own data structure on which 
works efficiently [6]. Different chain methods can 
be used to find similarity between clusters and 
arbitrary distance measuring functions can be 
applied [1] [6]. Because of the lot of free parame-
ters the analysis must be performed with differ-
ent initial conditions. Several quality measures 
and existing knowledge about the structure of 
the dataset can be used to verify the results [11]. 

6. PREPROCESSING, DETERMINING  
    THE NUMBER OF CLUSTERS 

The clustering algorithms can be more efficient if 
we have existing knowledge about the structure 
of the dataset which helps to determine the ini-
tial parameters [1]. Moreover it can be used to 
verify the results. If the number of clusters are 
not known either hierarchical analysis methods 
or quality measures can be used to evaluate the 
created clusters. 

The following example uses the average dis-
tance and a quality measure to determine the 

optimum number of clusters in a given dataset 
[12]. The quality measure ranges from [-1, +1]. 
Value 1 indicates points that are very far from 
neighboring clusters, 0 indicates points that are 
not distinctly in one cluster or another and -1 in-
dicates points that are probably assigned to the 
wrong cluster, respectively. It measures how 
close each point in one cluster is to points in the 
neighboring clusters, and is defined as: 

 
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iqm

bw

wb 
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where distw is the average distance from the i-th 
point to the other points in its own cluster, and 
distb is the average distance from the i-th point 
to points in another cluster. Finally, the average 
value of qm is calculated (qmave). 

The values of these measures can be seen in 
Figure 1 corresponding to different k cluster 
numbers. The K-means clustering algorithm was 
used. Figure 1 (A) shows the average distance 
between cluster elements in the function of k 
cluster numbers. Figure 1 (B) shows the quality 
measure defined in equation (1). In Figure 1 (A) 
the optimum point is where the slope of the 
curve rapidly decreases. In Figure 1 (B) the local 
maxima can be accepted. 

 

Figure 1. 
(A) The average distance between cluster elements in the function of k cluster numbers.  

(B) Shows the qmave quality measure value of each class. 
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7. SUMMARY 

The article surveyed the cluster analysis and 
compared the advantages and disadvantages of 
the main classes of the cluster analysis meth-
ods. Some methods for determining the optimal 
number of the clusters were also presented. The 
useful representation tool, the dendrogram was 
introduced. 

Moreover, the methods of interpretation and vali-
dation of clusters of data were also demonstrat-
ed. One of them is the so-called silhouette, 
which is a succinct graphical representation of 
how well each object lies within its cluster. The 
average silhouette width can be applied to select 
an optimal number of clusters. 
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