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SUMMARY 

In this article we present a distributed network 
intrusion detection method. Network hosts im-
plementing this method create a peer-to-peer, 
application level network of nodes with equal re-
sponsibility, which is then used to share data of 
detected intrusion attempts. Information col-
lected by the nodes therefore does not remain 
scattered at the probes; rather it is collected and 
used to create a collective knowledge base. Be-
ing able to process data in a distributed manner, 
nodes are able to enhance security of each 
other.  

NETWORK INTRUSION DETECTION 

Well known and widely used distributed intrusion 
detection systems are usually centralized and 
are used only to collect data. Decentralized sys-
tems, which are capable of taking preventive 
measures, too, only appeared recently. 

A complex range of issues in distributed intru-
sion detection originates from the problem of the 
collection and global processing of intrusion data 
originating from various sites. In our terminology 
we say that suspicious events processed to-
gether give the opportunity to detect an attack or 
intrusion – that is, a single suspicious event 
does not imply necessarily an attack on its own. 
Also, attack patterns intended to be detected by 
distributed intrusion detection can be very di-
verse. The more common properties we try to 
find among suspicious events detected at differ-
ent sites, the more likely it is to be unable to 
recognize the relation between events, which 
can be in turn related to the same attack – and 
thus we lose the power of distributed intrusion 
detection itself.  

RELATED WORK 

The distributed intrusion detection system 
named Komondor presented in our article cre-
ates a peer-to-peer based distributed database, 
which is used by its participants to share infor-
mation of suspicious events and process them in 
a distributed manner. 

A well-known group of peer-to-peer based appli-
cation level networks is the group of distributed 
hash tables. DHT’s store key-value pairs: for 

every piece of information stored (value) is as-
signed a key, which is used to refer to it. Keys of 
these key-value pairs are mapped to a large 
range of numbers using a hash function, which 
range is usually as large as 128 or 160 bits for 
most networks. Each node is also assigned an 
identifier from this numerical range. Also every 
node stores those key-value pairs, which have 
their keys hashed closest to the identifiers of the 
nodes themselves. Thus every piece of informa-
tion is mapped to one (or more, if necessary) 
nodes in the network. Of course for a key-value 
pair to be looked up, the exact key is required to 
be known precisely. 

The e-mail spam detection method named 
Spamwatch is also built on a DHT [4]. This ap-
plication is a plugin module for an e-mail client. 
The filtering of spam messages itself is actually 
carried out by the users by hand. If an e-mail is 
tagged as spam by any user, Spamwatch stores 
this information in the Tapestry-based distrib-
uted database built by running instances of the 
plugin. This way, the same spam message can 
be deleted automatically at other users. Unfortu-
nately this method is not that effective, as the 
content of specific spam messages can be dif-
ferent.  

The PROMIS intrusion detection system (which 
is not based on a DHT, but on an unstructured 
P2P network) can be used to enhance protec-
tion of computers against viruses [3]. Nodes of 
this system do not share information of specific 
intrusion attempts, but rather their number and 
frequency. The aggregated frequency of suspi-
cious events detected by each node is used to 
automatically fine-tune the security level of the 
web browsers. This method gives an overall pro-
tection against malware, but decreases usability 
of computers at the same time. 

THE KOMONDOR INTRUSION DETECTION 
SYSTEM 

Our proposed intrusion detection system is built 
on a DHT network, namely Kademlia. The main 
goals of the proposed system are the following: 

(A) To create a stable and fast application level 
network to share data of intrusion attempts. 
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(B) To enhance the protection of each individual 
participator in the system by the global proc-
essing of these events. 

(C) To create a decentralized network, so that 
by attacking only some of the nodes, it is not 
possible to neutralize the whole system. 

The nodes participating in the system organize 
themselves into an application level network, 
called the overlay. The reliability and speed of 
sharing information largely depends on the to-
pology of this network. To implement decentrali-
zation, we have chosen to use a peer-to-peer 
based distributed hash table, opposed to a cen-
tralized system, which would pose a higher risk 
of failure. The DHT network named Kademlia 
was selected, as our research showed that it is 
the most feasible for being the substrate of Ko-
mondor. Kademlia is a DHT with 160 bit node 
identifiers and a binary tree topology [1]. 

DHT networks are capable of distributing data to 
be stored among nodes evenly. The Komondor 
intrusion detection method developed by us as-
signs a properly selected key to each detected 

intrusion attempt or other suspicious event. This 
way, even if they are originated from different 
sites (probes) in a network, they will be collected 
at a single node, where the global processing 
can take place. 

In the case of Komondor, the keys are IP ad-
dresses of suspected attackers, values are the 
reports of suspicious events detected. A node 
detecting a suspicious event hashes the IP ad-
dress of the attacker, and the key generated this 
way is used to send the report into the DHT. 
Thus if an attacker tries to attack more than one 
host protected by the Komondor system in a 
short time, the reports generated at different 
points of the network will be collected at a single 
node, as having generated the same key, any 
node will store the report at the same node of 
the DHT. This one, called the collector node, will 
have as much information as possible to decide 
whether the overlay detected an attack or not. If 
an attack is detected, other nodes must be 
alerted to enable them enhancing their protec-
tion against the recognized attacker. 

 

Figure 1. 
Attacks detected by the Komondor system 

Collecting information of possible attacks and 
alerts require two entirely different types of mes-
saging in the overlay network. Having detected a 
suspicious event, the node that detected it uses 
the hash function to select which node will store 
the report, and then sends it. This is the same 
as the usual STORE message used in Kademlia 
[1]. The collector node, according to the reports 
sent to it, may respond automatically – this is 
unusual in normal DHT networks. The response 
is a broadcast alert message. 

Broadcast messaging is unusual in P2P net-
works; however it is a requirement of the Ko-

mondor system. All nodes must be alerted as 
soon as possible if an attacker is detected. For 
these two unusual messaging method we had to 
modify the overlay, therefore the Komondor sys-
tem uses its own, unique Kademlia implementa-
tion. 

RELIABILITY OF STORING DATA IN THE 
KADEMLIA NETWORK 

In the Kademlia overlay, every node has its 
unique 160 bit network identifier (NodeID), which 
is used for routing in the overlay network. The 
routing table used by the nodes is actually a ta-
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ble containing application level network address 
and IP address assignments, enabling nodes 
finding a node with a given NodeID. The litera-
ture of Kademlia refers to these tables as k-
buckets. Each k-bucket contains at most k as-
signments. All bits of the 160 bit NodeID has a 
k-bucket; each node stores IP addresses of 
other nodes, which have their NodeIDs sharing 
0, 1, 2, … 159 bits in common with its own. This 
gives the scalability of the network: every node 
has to store at most 160*k IP addresses, and 
this is independent of the number of nodes in 
the network. 

In contrast to other DHT networks, Kademlia 
nodes do not route messages from one node to 
another. If a node wishes to communicate with 
another one, it looks up the IP address of the 
destination – for this process it asks for k-
buckets of other nodes in the network. If the ad-
dress of the destination is known, the two nodes 
can communicate directly, using UDP packets. 
For our Komondor system, this is a feasible 
property of the overlay; if, having detected a 
suspicious event, a node has to send such mes-
sages, the IP address of the collector node is 
only required to be looked up once. Usually it is 
expected, that a probe will detect more than one 
suspicious event in a short time – for every suc-
cessive event, the IP address of the collector 
node is already known, and the report can be 
sent directly and immediately. 

If we denote the probability of a single lookup 
being successful with P’, then 1-P’ is the prob-
ability that the given lookup will fail. However, 
this does not necessarily mean that the node 
cannot lookup a value, as it has other neighbors 
as well to send the lookup request to. By send-
ing the lookup request to k neighbors, the prob-
ability of the lookup failing decreases to (1-P’)k. 
Thus, the probability of the whole lookup proce-
dure being successful is 1-(1-P’)k. If P’ is known, 
we can solve this equation for k to get the re-
quired replication level for any Kademlia network 
– this is described in our article [5] in greater de-
tail. 

This direct communication between nodes has 
certainly an impact on reliability. If the destina-
tion node cannot be accessed, the reports of 
suspicious events cannot be sent to it. If the col-
lector node – due to any network error – can be 
reached by only some of the nodes, suspicious 
event reports will not be collected at a single 
spot in the network, thus the accuracy of intru-
sion detection is decreased. This problem can 
be solved by using replication. Data is not sent 

to a single node (which is closest to the hashed 
key), but k nodes in the network, the probability 
of finding an appropriate node to collect data in-
creases rapidly. However an overly high value 
for k is also unfeasible, as it increases network 
load unnecessarily [2]. 

BROADCAST (ONE TO ALL) MESSAGES IN 
KADEMLIA 

The use of broadcast messages is not common 
in P2P networks. When designing these net-
works, researchers usually assume, that tens or 
hundreds of thousands of nodes will be in the 
overlay; one to all messages are neither re-
quired, nor feasible due to the large amount of 
network traffic generated. In some cases, for 
example arbitrary or partial keyword searches 
can make use of this kind of messages [5]. Also 
in the Komondor system, when the collector 
node, having processed reports of possible sus-
picious events, detects an attacker, initiates a 
broadcast message over the application level 
network. 

This type of messaging can be efficiently built 
upon the built in topology of the overlay. The 
Kademlia protocol requires, that all peers know 
at least one peer from every neighboring subtree 
(if there are any) [1]. It is a fast and efficient 
method to build the broadcast subsystem upon 
these k-buckets, as this way it does not rely on 
any supplementary broadcast routing tables to 
be created. 

Our broadcast messaging works as follows. The 
node initiating the broadcast sends the message 
to the largest neighboring (half) subtree; it sends 
it to the second largest (quarter) neighboring 
subtree, the eighth subtree and so on. Every 
node receiving the broadcast sent this way is re-
sponsible to forward it in its own subtree (see 
Figure 2). The message thus is delivered in ex-
ponential time. Replication can be used to en-
hance speed and reliability in the network (and 
requires messages to be tagged with a semi-
unique identifier, as it can result in duplicate de-
liveries). 

Replication is needed even more for broadcast 
messages than for single STORE messages in 
Kademlia [5]. If a data packet, which is sent to a 
node responsible for forwarding it in half of the 
overlay, at least 50% of the nodes will not get 
that message. We studied this phenomenon in 
our own simulator application [5]; the level of 
replication needed here for reliable functioning 
of the broadcast subsystem is however lower, 
than the one for data store and lookup requests. 
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Figure 2. 
Broadcast messages in the Kademlia overlay 

CONCLUSION 

The first, proof of concept implementation of our 
Komondor system has undergone a successful 
three year test. During this period it collected 
enough data to estimate the efficiency of this in-
trusion detection method. The detection and pro-
tection based on IP addresses is particularly 
useful against many kinds of attacks; and can 
also be ineffective for others. 

(A) A common scenario is that an attacker may 
try to guess weak passwords of users simply 
by the brute force method. One may not 
think, but this is still a very common type of 
attack on the Internet – our Komondor sys-
tem detects many of these every single day. 

(B) Other common suspicious events involve vi-
rus attacks. However, these are not deliber-
ate, planned attacks against a single host or 
a network. Viruses usually choose IP ad-
dresses randomly to spread themselves 
through remotely exploitable security holes. 
The 32 bit range of all IP addresses in the 
world is extremely large for a single infected 
machine to come up randomly with more 
than one IP from a subnet protected by the 
overlay. The Komondor intrusion detection 
method is therefore not efficient against vi-
ruses. 

Grouping reports by IP addresses is not the ul-
timate solution against attacks originating from 
multiple sites. Attacks can however not only 
grouped by that. The property of events selected 
to correlate them can be anything in later ver-

sions of Komondor. The only requirement for the 
DHT is that for events assumed to be correlated, 
a common key must be generated. This en-
sures, that any place events are generated at, 
they will be collected at a common node for 
processing. Events can even be correlated by 
multiple keys, of which the IP address of the at-
tackers is only one possibility. 
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